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A list of acronyms used in this document.

Acronym Definition

CNN Convolutional Neural Network
EEPROM Electrically Erasable Programmable Read-Only Memory
FPGA Field-Programmable Gate Array
12C Inter-Integrated Circuit

ML Machine Learning

MLE Machine Learning Engine

SPI Serial Peripheral Interface

SRAM Static Random Access Memory
usB Universal Serial Bus

VVML Voice and Vision Machine Learning
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1. Introduction

This reference design implements Convolutional Neural Network (CNN) based human face identification application on
a low power Lattice FPGA using an image sensor. The training process is completed on a GPU-powered machine to
sharpen the CNN to detect points of reference on a human face and measure them to distinguish the differences
between people. This design can be used for identification of other objects by modifying the training database.

1.1. Design Process Overview
The design process involves the following steps:
1. Training the model

e Setting up the basic environment

e  Preparing the dataset

e Training the machine

e Training the machine and creating the checkpoint data

e  Creating the frozen file (*. pb)
2. Compiling Neural Network

e  Creating the filter and firmware binary files with Lattice sensAl™ 4.1 program
3. FPGA design

e  Creating the FPGA Bitstream file
4. FPGA Bitstream and Quantized Weights and Instructions

e  Flashing the binary and bitstream files to CrossLink™-NX Voice and Vision Machine Learning (VVML) hardware

NN Model >
Trained Quantized Weights
— ML Frameworks -
Training »|  (TensorFlow, Model ,| NN Complier and Instructions
Dataset

Keras, and Caffe)

Y

Training Scripts

Training Model

Lattice FPGA

NNIP " FPGATools
(Lattice Radiant FPGA Bitstream
and Lattice
System > Diamond)
Interface
FPGA Design

Figure 1.1. Lattice Machine Learning Design Flow
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2. Setting Up the Basic Environment

2.1. Tools and Hardware Requirements

This section describes the required tools and environment setup for training and model freezing.

2.1.1. Lattice Tools

e Lattice Radiant™ Tool version 2.2 — Refer to http://www.latticesemi.com/latticeradiant

e Lattice Radiant Programmer version 3.0 — Refer to http://www.latticesemi.com/latticeradiant

e Lattice sensAl Compiler version 4.1 — Refer to
https://www.latticesemi.com/Products/DesignSoftwareAndIP/AIML/NeuralNetworkCompiler

2.1.2. Hardware

This design uses the CrossLink-NX Voice and Vision board as shown in Figure 2.1.
e  CrossLink-NX Voice and Vision Machine Learning (VVML) Board, Rev B Board.

I o
wo{ e e NLT ush ®
DION RBO @ ®e {
AN T

Dl "'
wPRI09 o
% ]S
1 S

-
o
20

QM—VIV
USBZ SUSPEND

ussz p‘ﬁa!m@‘{ ¢

Ezusmms

SMGZSDCESZ

ONE
NITN
SPI_MCLK

GND™

o
S

>
Dl

o VCCIO0S!
PROGNGAMN FLASH CS
bod'Sost M,
T
GND

GND[Fati=
V3P Gt

rossLink-NX Voice and
ision Machine Learning

L REY)

o

Designed in USA
Copyright © 2020

Figure 2.1. Lattice CrossLink-NX Voice and Vision Machine Learning (VVML) Board, Rev B
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2.2. Setting Up the Linux Environment for Machine Training

This section describes the steps for NVIDIA GPU drivers and/or libraries for 64-bit Ubuntu 16.04 OS. NVIDIA library and
TensorFlow version is dependent on PC and Ubuntu/Windows version.

2.2.1. Installing the NVIDIA CUDA and cuDNN Library for Machine Learning Training on GPU

2.2.1.1. Installing the CUDA Toolkit

To install the CUDA toolkit, run the following commands in the order specified below:

$ curl -0
https://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64/cuda-
repo-ubuntul604 10.1.105-1 amd64.deb

f dcfclupcr‘dnwnlndd nvidia.com/compute/cuda/repos/ubuntul6604/x86 64/cuda-repo-ubuntul6®4 160.1.105-1 amd64.deb
{ Average Speed Time Time Time Current

Dload Upload Total Spent Left Speed
2204 6 ©:00:01 6:80:081 --:--:-- 2285

Figure 2.2. Download CUDA Repo

$ sudo dpkg -I ./cuda-repo-ubuntul604 10.1.105-1 amd64.deb

eading database ... 3 (! a directori curr»~n“c1'r installe
Preparing to unpack .../ /cuc y D.1.105-1_amd64.deb ...
Unpdcllng cudd- ]
to be installed.

er.download.nvidia.com/compute/cuda/ Jubuntuilse4/

Figure 2.3. Install CUDA Repo

$ sudo apt-key adv --fetch-keys
http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/x86 64/7fa2af80.
pub

ompute /cuda/repos/ubuntul604/; 64/7fazafse.pub

7faz2af8e.pub
< : publlc
ntdl numbwr pr

Figure 2.4. Fetch Keys

udo apt-get update
1 / r.download.nvidia.
Hr'4 /] ubuntu C ubuntu
:3 1/ /deve N d.nvidia. 2
- nvidia.c om 166 6 e .gpg [836 B]
5 nfubuntu 2
1fubuntu
2 ubuntu C
duwnl

[428 kB]

Figure 2.5. Update Ubuntu Packages Repositories

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice

FPGA-RD-02244-1.1 11


http://www.latticesemi.com/legal
https://developer.download.nvidia.com/compute/cuda/repos/ubuntu1604/x86_64/cu
http://developer.download.nvidia.com/compute/cuda/repos/ubuntu1604/x86_64/7fa2af80.pub
http://developer.download.nvidia.com/compute/cuda/repos/ubuntu1604/x86_64/7fa2af80.pub

CrossLink-NX QVGA MobileNet Human Identification Using VVML Board
Reference Design

= LATTICE

$ sudo apt-get install cuda-9-0

S sudo apt-get install cuda-9-6
Reading package lists... Done

Building de ency tree
Reading state information... Done

Figure 2.6. CUDA Installation

2.2.1.2. Installing the cuDNN
To install the cuDNN:

1.
2.

2.2.2. Setting Up the Environment for Training and Model Freezing Scripts

Create NVIDIA developer account: https://developer.nvidia.com.

Download cuDNN lib: https://developer.nvidia.com/compute/machine-
learning/cudnn/secure/v7.1.4/prod/9.0_20180516/cudnn-9.0-linux-x64-v7.1
Execute below commands to install cuDNN

$ tar xvfcudnn-9.0-linux-x64-v7.1.tgz

$ sudo cp cuda/include/cudnn.h/usr/local/cuda/include
$ sudo cp cuda/lib64/libcudnn* /usr/local/cuda/lib64
$

sudochmoda+r/usr/local/cuda/include/cudnn.h/usr/local/cuda/lib64/libcudnn*

$ tar xcf cudnn-9.0-linux-x64-v7.1.tgz

I JNN_Support. txt

4/1libcu

64/1libcudnn.
cuda/1ib64/1libcudnn.
cuda/1ib64/1libcudnn_

n oW
o o|
=]

w0
-]
n =
=9

1]
i+
o
+
it

[&T]

o cp cudafinclude/cudnn.h fusr/local/cuda/include
o cp cuda/lib64/libcudnn* /fusr/local/cuda/lib64
sudo chmod a+r fusrflocalfcuda/include/cudnn.h Jfusr/local/fcuda/lib64/1ibcudnn*

Figure 2.7. cuDNN Library Installation

This section describes the environment setup information for training and model freezing scripts for 64-bit Ubuntu
16.04. Anaconda provides one of the easiest ways to perform machine learning development and training on Linux.

2.2.2.1. Installing the Anaconda Python

To install the Anaconda and Python 3:

1. Go to https://www.anaconda.com/products/individual#download-section.
2. Download Python3 version of Anaconda for Linux.
3. Run the command below to install the Anaconda environment:

$ sh Anaconda3-2019.03-Linux-x86 64.sh

Note: Anaconda3-<version>-Linux-x86_64.sh, version may vary based on the release.

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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e) S sh Anaconda3-2020.87-Linux

Welcome to Anaconda3 2020.87

Figure 2.8. Anaconda Installation

4. Accept the license.

Do you accept the license terms? [yes|no]
[no] === yes

Figure 2.9. Accept License Terms

5. Confirm the installation path. Follow the instruction on screen if you want to change the default path.

[no]

Anaconda3 will now be installed into this location:
/home fuser fanaconda3

ENTER to confirm the location
CTRL-C to abort the installation
ecify a different location below

[ /home fuser fanaconda3] = Jhome fuser fanaconda3
Figure 2.10. Confirm/Edit Installation Location

6. After installation, enter No as shown in Figure 2.11.

Preparing transaction: done

you wish the installer to initialize Anaconda3
running conda init? [yes|no]
[no] === no

Figure 2.11. Launch/Initialize Anaconda Environment on Installation Completion

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice

FPGA-RD-02244-1.1 13


http://www.latticesemi.com/legal

CrossLink-NX QVGA MobileNet Human Identification Using VVML Board ::LATT’CE

Reference Design

2.2.3. Installing the TensorFlow version 2.1.0

To install the TensorFlow version 2.1.0:

1. Activate the conda environment by running the command below:
$ source <conda directory>/bin/activate

source anaconda3/bin/activate

(ba

e)

Figure 2.12. Anaconda Environment Activation

2. Install the TensorFlow by running the command below:
$ conda install tensorflow-gpu==2.1.0

$ conda install tensorflow-gpu=2.1.0

Collecting package metadata (current_rep json): done

Solving environment: failed with initial frozen solve. Retrying with
Collecting package metadata (repodata.json): done

Solving environment: done

flexible solve.

## Package Plan ##
environment location:

ad f updated specs:
- tensorflow-gpu=2.1.0

Figure 2.13. TensorFlow Installation

3. Afterinstallation, enter Y as shown in Figure 2.14.

will be downloaded:

build

ai
async-ti
cffi-1.14

Igpu_py37h
|gpu_py37hecs
hed3e

Figure 2.14. TensorFlow Installation Confirmation

Figure 2.15 shows TensorFlow installation is complete.

Preparing transaction:
Verifying transaction:

Executing transaction:

Figure 2.15. TensorFlow Installation Completion

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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2.2.4. Installing the Python Package
To install the Python package:

1. Install Easydict by running the command below:
$ conda install -c conda-forge easydict

conda install -c conda-forge
Collecting pack netada (cu

sydict
ent_repodata.json): done

ead
rr

Figure 2.16. Easydict Installation

2. Install opencv by running the command below:
$ conda install -c menpo opencv

opencv
ta (current_re
with flexible solve.

olving envi .json, will retry with next repodata source.

ollecting pack C
Solving environment: done

## Package Plan ##

environment location:

Figure 2.17. Opencv Installation

3. Install bcolz by running the command below:
$ conda install bcolz

$ conda install bcolz

Collecting package metadata (current_repodata. jsc

Solving environment: failed with initial frozen solve. Retrying with flexible solve.

Solving environment: failed with repodata from current_repodata.json, will retry with next repodata source.
Collecting package metadata (repodata.json): done

Solving environment: done

## Package Plan ##

environment location:

added / updated specs:
- becolz

Figure 2.18. Bcolz Installation

4. Install tensorflow-addons by running the command below:
$ python -m pip install tensorflow-addons==0.9.1

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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python -m pip install tensorflow-addons==0.9.1
ollecting tensorflow-addons==06.9.1

Downloading tensorflow ac 9.1-cp37-cp37m-manylinux2010_x86_64.whl (1.0 MB)

| | 1.0 MB 2.4 MB/s

Installing collected pac : tensorflow-addons
Attempting uninstall: t rflow-addons
Found isting installatic tensorflow-addons 0.14.0
Uninstalling tensorflow-addons-0.14.8:
Successfully uninstalled tensorflow-addons-0.14.0
Successfully installed tensorflow-addons-98.9.1

Figure 2.19. Tensorflow-addons Installation

5. Install scikit-learn by running the command below:
$ conda install scikit-learn

Collecting package metadata (current_repodata.json):

Solving environment: done

environment location:

added / upda
scikit-learn

Figure 2.20. Scikit-learn Installation

6. Install tqdm by running the command below:
$ conda install tgdm
$ conda install tqdm

=

Collecting package metadata (current_repodata.json):
Solving envirconment: done

done

HE Pq lan ##
environment location:

/ updated specs:

Figure 2.21. Tqdm Installation

7. Install albumentations by running the command below:
$ pip install albumentations

(base) $ pip install albumentations
Collecting albumentations

Downl e-any.whl

98 kB 557 k
= il al
C

Collecting opencv-python-headl
Downloading opencv_python_he

s-4.5.3.56-cp38-cp38-manylinux2014 x 4.whl (37.1 MB)
Installing collected packages: opencv-python-headless, albumentations
Successfully installed albumentations-1.0.3 opencv-python-headless-4.5.3.56

Figure 2.22. Albumentations Installation
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3. Dataset Preparation

This section describes the steps and guidelines used to prepare the dataset to train the Face ID Demo for CrossLink-NX
Voice and Vision Machine Learning (VVML) board. Note that this section is for the example reference. The following
sections provide the guidelines and/or example which can be used as reference for preparing dataset for given use
cases but in no case, Lattice is recommending and/or endorsing any dataset(s). Lattice strongly recommends customers
to gather and prepare their own datasets for their end applications.

3.1. Dataset Information

For Face ID, use the dataset in directory format used in the image classification problem. Each folder in dataset denotes
individual class which contains multiple images of that class.

— o e A A 4

4864 4870 4886 4902 4903 4919
5081 5109 5114 5117 5274 5282

Figure 3.1. Dataset Format

3.1.1. Training Set

For the Face ID demo, use the MS-Celebs-1m dataset — https://www.microsoft.com/en-us/research/project/ms-
celeb-1m-challenge-recognizing-one-million-celebrities-real-world/ and https://github.com/EB-Dodo/C-MS-Celeb
The original dataset does not have aligned faces. You can download the face aligned dataset in
https://drive.google.com/file/d/1X202mvYe5tiXFhOx82z4rPiPogXD435i/view, or align faces using the custom
scripts and cv2 operations.

3.1.2. Validation set

The subset of MS-celebs dataset is used as validation set which has 64 identities, with total of 4472 images.

3.1.3. Test Set

As test set, use the subset from the LFW Face dataset (http://vis-www.cs.umass.edu/Ifw/).

The test set contains total of 6000 pairs of images, where 3000 pairs are of same person and another 3000 pairs of
different persons.

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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4. Training Code Preparation

4.1. Training Code Structure

Download the Lattice Face ID demo training code. Figure 4.1 shows the directory structure of the Face ID demo:

w it Yy

Figure 4.1. Training Code Directory Structure

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
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4.2. Neural Network Architecture

4.2.1. Neural Network Architecture

This section provides information on the Convolution Neural Network configuration of the Face Identification design.

Table 4.1. Face Identification Training Network Topology

Image Input (112 x 112 x 1)

Fire 1 DWConv3 -40

BN

RelLU

Maxpool

Convl-40

BN

RelLU

Fire 2 DWConv3 - 40

BN

RelLU

Convl-40

BN

RelLU

Fire 3 DWConv3 - 60

BN

RelLU

Maxpool

Convl-60

BN

RelLU

Fire 4 DWConv3 - 60

BN

RelLU

Convl-60

BN

RelLU

Fire 5 DWConv3 - 80

BN

RelLU

Maxpool

Convl -80

BN

RelLU

Fire 6 DWConv3 - 80

BN

RelLU

Convl -80

BN

RelLU

Conv3 - # where:

e  Conv3 =3 x 3 Convolution filter Kernel size

e  #=The number of filter

DWConv3 — 32- # where:

e  DWConv3 = Depth wise convolution filter with 3 x 3 size
e  #=The number of filter

Convl — 32- # where:

e Convl =1 x1 Convolution filter Kernel size

e  #=The number of filter

For example, Conv3 — 16 = 16 3 x 3 convolution filters

BN — Batch Normalization
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Image Input (112 x 112 x 1)

Fire 7 DWConv3 - 100
BN
RelLU
Maxpool
Convl -100
BN
RelLU

Fire 8 DWConv3 - 40
BN
RelLU
Convl-40
BN
RelLU

Dropout Dropout -0.3

E_Dense Dense — 128

e InTable 4.1, the layer contains convolution (Conv), batch normalization (BN), ReLU, and pooling layers.

e Layer information

Convolutional Layer

In general, the first layer in a CNN is always a convolutional layer. Each layer consists of number of filters
(sometimes referred as kernels) which convolves with input layer/image and generates activation map (that is
feature map). This filter is an array of numbers (the numbers are called weights or parameters). Each of these
filters can be thought of as feature identifiers, like straight edges, simple colors, curves, and other high-level
features. For example, the filters on the first layer convolve around the input image and “activate” (or compute
high values) when the specific feature (say curve) it is looking for is in the input volume.

ReLU (Activation layer)

It is the convention to apply a nonlinear layer (or activation layer) immediately after each conv layer. The
purpose of this layer is to introduce nonlinearity to a system that basically has just been computing linear
operations during the conv layers (element wise multiplications and summations).In the past, nonlinear
functions like tanh and sigmoid were used, but researchers found out that ReLU layers work far better because
the network is able to train a lot faster (because of the computational efficiency) without making a significant
difference in accuracy. The ReLU layer applies the function f(x) = max (0, x) to all of the values in the input
volume. In basic terms, this layer just changes all the negative activations to 0.This layer increases the
nonlinear properties of the model and the overall network without affecting the receptive fields of the conv
layer.

Pooling Layer

After some RelU layers, you may choose to apply a pooling layer. It is also referred to as a down sampling layer.
In this category, there are also several layer options, with Maxpooling being the most popular. This basically
takes a filter (normally of size 2 x 2) and a stride of the same length. It then applies it to the input volume and
outputs the maximum number in every sub region that the filter convolves around.

The intuitive reasoning behind this layer is that once we know that a specific feature is in the original input
volume (there is a high activation value), its exact location is not as important as its relative location to the
other features. As you can imagine, this layer drastically reduces the spatial dimension (the length and the
width change but not the depth) of the input volume. This serves two main purposes. The first is that the
number of parameters or weights is reduced by 75%, thus lessening the computation cost.

The second is that it controls over fitting. This term refers to when a model is so tuned to the training examples
that it is not able to generalize well for the validation and test sets. A symptom of over fitting is having a model
that gets 100% or 99% on the training set, but only 50% on the test data.
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e  Batch Normalization Layer
Batch normalization layer reduces the internal covariance shift. To train a neural network, some preprocessing
to the input data are performed. For example, you could normalize all data so that it resembles a normal
distribution (that means, zero mean and a unitary variance). This prevents the early saturation of non-linear
activation functions such as sigmoid, assures that all input data is in the same range of values, and others.
An issue, however, appears in the intermediate layers because the distribution of the activations is constantly
changing during training. This slows down the training process because each layer must learn to adapt them to
a new distribution in every training step. This is known as internal covariate shift.
Batch normalization layer forces the input of every layer to have approximately the same distribution in every
training step by following the process below during training:

a. Calculate the mean and variance of the layers input.
b. Normalize the layer inputs using the previously calculated batch statistics.

c. Scales and shifts in order to obtain the output of the layer.
This makes the learning of layers in the network more independent of each other and allows you to be care-
free about weight initialization, works as regularization in place of dropout and other regularization
techniques.

e Drop-out layer
Dropout layers have a very specific function in neural networks. After training, the weights of the network are
so tuned to the training examples they are given that the network do not perform well when given new
examples. The idea of dropout is simplistic in nature. This layer drops out a random set of activations in that
layer by setting them to zero. It forces the network to be redundant. That means the network should be able to
provide the right classification or output for a specific example even if some of the activations are dropped
out. It makes sure that the network isn’t getting too fitted to the training data and thus helps alleviate the over
fitting problem. An important note is that this layer is only used during training, and not during test time.

e  Fully connected layer
This layer basically takes an input volume (whatever the output is of the conv or ReLU or pool layer preceding
it) and outputs an N dimensional vector where N is the number of classes that the program must choose from.

e Quantization
Quantization is a method to bring the neural network to a reasonable size, while also achieving high
performance accuracy. This is especially important for on-device applications, where the memory size and
number of computations are necessarily limited. Quantization for deep learning is the process of
approximating a neural network that uses floating-point numbers by a neural network of low bit width
numbers. This dramatically reduces both the memory requirement and computational cost of using neural
networks.

The architecture above provides nonlinearities and preservation of dimension that help to improve the robustness of the
network and control over fitting.
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4.2.2. Face ldentification Network Output

The Face Identification model gives an output of 128 embeddings.

4.2.3. Training Code Overview

Training code can be divided into below parts:

Start

l

Model Building

Placeholders
CNN
Architecture
Loss
Functions

Data Preparation

|

Start Data Fetch
Threads

Train Model

|

Exit

Figure 4.2. Training Code Flow Diagram

Model Configuration

Model Building

Data Preparation

Training for overall execution flow

The details of each part can be found in the subsequent sections.

4.2.3.1. Model Configuration
The following is a summary of the configurable parameters in the config/create_config.py file:

Dataset Configuration

Figure 4.3. Code Snippet — Input Dataset Path Configuration

22
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e Model Properties

Figure 4.4. Code Snippet — Model Name and Log Directory

e Image Size
e Change cfg.IMAGE_WIDTH and cfg.IMAGE_HEIGHT to configure Image size (width and height) if required.

Figure 4.5. Code Snippet — Input Image Size Configuration

e Model Configuration

Figure 4.7. Code Snippet — Training Parameters

e You can configure the number of layers by adding and removing the number of depth in FILTER_DEPTHS.
e  FEATURES denote how many values you need at embedding the layer.

e IfyousetS_CROP to true, images are zoomed in and used for training.

e REDUCELRONPLATEAU configures auto-reducing learning rate if loss is not reducing at some point.
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4.2.3.2. Model Building
SqueezeDet class constructor builds model, which is divided into the following sections:

Forward Graph

e The CNN architecture consists of Convolution, Batch Normalization, ReLU, and Maxpool layers.
e Forward graph consists of eight fire layers as described in Table 4.1.

e You can set the pooling structure in models/model.py as per the depth you selected.

Figure 4.8. Code Snippet — Pooling Structure

e  You can mark the layer index True if you want pooling in that index.
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Figure 4.9. Code Snippet — Forward Graph Fire Layer

e  Figure 4.10 shows the generated model using the model configuration you provided in the config file.

Figure 4.10. Code Snippet — Forward Graph Output Layer

The output layer has dropout, followed by the dense layer with the number of features you set in the config file.
Note that the Dense layer is normalized by L2 normalization while training and it will be removed while freezing.

The L2 Normalization calculates the distance of the vector coordinate from the origin of the vector space. The
result is positive distance value.

Loss Graph and Optimizer

Figure 4.11. Code Snippet — Forward Graph Triplet Loss
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e The Tensorflow’s TrippletSemiHardLoss is used as loss to normalize embeddings.
e This block is responsible for training the model with the Adam optimizer to reduce all losses.

4.2.3.3. Training

train_n

.face_rec_model.fit_gener ri . gener

Figure 4.12. Code Snippet: Training

The Fit-generator feeds the data and labels batches to the Keras network and optimizes the weights and biases.

4.3. Training from Scratch and/or Transfer Learning

To train the machine:

1. Go to the top/root directory of the Lattice training code from command prompt.
The Model works on 112 x 112 images.

Current Face ID training code uses mean =0 and scale = 1/128 (0.0078125) in pre-processing step with grayscale
images. Mean and scale can be changed in training code @src/dataset/imdb.py as shown in Figure 4.13.

Figure 4.13. Training Code Snippet for Mean and Scale

The triplet data generator trains 10k identities on one epoch at a time and it shuffles the ids on each epoch end to
train with next 10k random identities.
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Figure 4.14. Training Code Snippet for Identity Shuffling on Epoch End

The data generator performs on the Fly augmentation using the Albumentation library. You are basically performing
contrast, brightness, and rotation (+-15’) for augmentations.

Figure 4.15. Training Code Snippet for On the Fly Augmentation

2. Execute the train.py file to start training.
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python train.py

ram #

Trainable parar
Non-trainable parar 1,000

Total 692715 with 10000 number of classes found.
Total ¢ 4 with 64 number of cla found.
Train 1352 steps, validate for 17
Epoch 1,
1351/13 - y: @ ( 0.9963
6 to logs/«
- loss:

Figure 4.16. Execute Run Script

3. Start TensorBoard.
$ tensorboard -logdir=<log directory of training>

For example: tensorboard —logdir="./logs/’.
4. Open the local host port on your web browser.

$ tensorboard --Tloc
Serving TensorBoard on localhe : to e e tc e network ; proxy or pass --bind_all

TensorBeoard 2.4.8 at http

Figure 4.17. TensorBoard — Generated Link

5. Check the training status on TensorBoard.
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TensorBoard SCALARS GRAPHS  TIME SERIES
["] Show data download links Q Filter tags (regular expressions supported)
[ ignore outliers in chart scaling
epoch_loss
Tooltip sorting method: default -
epoch_loss
Smoothing
° 0.6 0.996
0.902
Horizontal Axis
0.988
RELATIVE WALL |
0.984
. 0 5 10 15 20 25 30 35 40 45 50
uns —
i =B
Write a regex to filter runs

Figure 4.18. TensorBoard

Figure 4.19 shows the image menu of TensorBoard.

SCALARS GRAPHS TIME SERIES

TensorBoard

Search nodes. Regexes supported.

El Fit to Screen

Unconnected series* ?

¥ Download PNG e == &=
Run = o ==
() L
K —
Tag  Default . - = '
2 i —
- 1 c==n
(ﬁ-\' ()
~ Close legend. - /ﬂ _
Graph  (* = expandable) - =
=
Namespace* ?
OpMode 2

Connected series* ? . >
O Constant 2 [
|
m Summary 2 . .;l.; : I
»  Dataflow edge 2 L ]
= [C—

Control dependency edge 2 .

Reference edge ? =
; —

Figure 4.19. Model Graph on TensorBoard

6. Checkpoints are saved at the end of each epoch. At the end of training, code also saves the frozen graph with

original graph as shown in Figure 4.20.
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logs checkpoints logs

L | e - =

model.01- model.02- model03- checkpoint tensorboar Face_ Face_
1.00.hdf5 1.00.hdFf5 1.00.hdf5 5 d Identificati Identificati

on.hs on_Frozen.
= E | "

model.13- model.14- model.15-
0.99.hdf5 0.99.hdf5 0.99.hdf5

Figure 4.20. Example of Checkpoint Data Files at Log Folder

7. If you start training with the existing log file, the training resumes from the latest checkpoint. Alternatively, you can

specify the pretrained model in the config file. The model restores the weights from the pretrained model.
Note that while using the pretrained model for transfer learning, the learning-rate should be set low.

Figure 4.21. Set Pretrained Model Path to init Variable for Transfer Learning

30
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5. Evaluating the Model

This section describes the procedure on how to calculate the model performance in terms of correct detection
percentage.

5.1. Running Inference on Test Set
The Face Identification code contains the testing.py script under root directory. It takes the input model and uses the

configuration created for training to run the testing on the test set.

$ python testing -model <Model Path>

5 python testing.py --model logs/Face Identification Frozen.h5
Warning)
oading LFW
erform Evaluation on LFW...
| 188/188

acc 0.8281, th:

Figure 5.1. Run Testing

The testing results also suggest optimal threshold for deployment.
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6. Creating Binary File with Lattice sensAl

This chapter describes how to generate the binary file using the Lattice sensAl version 4.1 program.

[l Lattice SensAl Software . X

File Process View Tools Help

ssx LATTICE

N SEMICONDUCTOR.

LATTICE

Neural Network
ompiler Softwa“

Figure 6.1. sensAl — Home Screen

To create the project in the sensAl tool:
1. Click File > New.
2. Enter the following settings:
e Project Name
e Framework — Keras
e Class—CNN
e Device — CrossLink-NX
3. Click Network File and select the network (h5) file.
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§ Project Windows = X
Project CNX-VnV-Faceld-Mv1 Framework Keras b Class CNN -
Directory C:/tmp J Device CrossLink-NX v [~ Compact Mode
Input Files C:/tmp/Face_ldentification_Frozen.h5
Model File
Image/Video/Audio Data
[« » [~ Scan Data Layer
Output Files
CNX-VnV-Faceld-Mv1.yml
CNX-VnV-Faceld-Mv1.Iscml
CNX-VnV-Faceld-Mv1.bin
Post Processing(Optional)
Cancel NEXT
Figure 6.2. sensAl — Framework, Device, and Network File Selection
4. Click Image/Video/Audio Data and select the image input file.
e Project Windows - X
Project CNX-VnV-Faceld-Mv1 Framework Keras - Class CNN v |
Directory C:/tmp J Device CrossLink-NX v [~ Compact Mode
Input Files C:/tmp/Face_ldentification_Frozen.h5

C:/tmp/human.jpg

Image/Video/Audio Data

[« | [~ Scan Data Layer

Output Files

CNX-VnV-Faceld-Mv1.yml Berrice
CNX-VnV-Faceld-Mv1.1scml
CNX-VnV-Faceld-Mv1.bin

Post Processing(Optional)

Cancel NEXT

Figure 6.3. sensAl — Image Data File Selection

Click Next.

6. Configure your project settings as shown in Figure 6.4.
e Mean Value for Data Pre-Processing — 0
e Scratch Pad Memory Block Size — 8192
e On-Chip Memory Block Size — 131072
e Scale Value for Data Pre-Processing — 0.0078125
e Data Selection Base Address — 4194304
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Project Windows o

Implementation Hame: Impld

Scratch Pad Memory Block Size: ‘8192 - ‘

Enahle Paired Convolution Engines: W {Dual Core Moded

‘ 131072 = ‘

On-Chip Large Memory Size:

Register outi

Enable Embedded Mode: [~ {Embecided mocle}

External memory interfaced (In bytes): B388508
Data Section Base Address 41594204
Code Section Base Address o]

v Store Input [~ Store Output

GFO ID 00410 0000

Mean Yalue for Data Pre-Processing: l

Scale Value for Data Pre-Processzingi 0,0078125
[T On-the-fly post processing

Recguired output depth range:

Cancel

[~ {Dutput register for LRAM 3

1K /A2K AR /8K Bute entry

Bdk /128K 256K Bute entry

[v HyperRAM

value pass to post-processing RTL
Keep Default values to bypass preprocessing

Operation:Input Data ={Input Data - Mean! x Scale

114

Figure 6.4. sensAl — Update Project Settings

7. Click OK to create the project.
8. Double-click Analyze.

File Procezz WView Toolz Help
J v
Process i Files | Impl ] Impl0
Froject: CHA-VrW-Faceld-Mul ImplO Blobs=
data
Compile Convolut ionl
— Simulate{lptional} CESE_f irel/expand3=3/Conv2D
FAF loat.ing Point Model Convolut ion2
FdFixed Point Model cduw_1x1_fire?2 fireZ
FInference Engine Model Convolut iond
Fozt Processing duw_1x1_firesd_fires
Download Convolut ionk
R clu_1x1_fired_fired
Corvolut iong
Comim Lok iows A

Figure 6.5. Analyze Project
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9. Confirm the Q format of each layer as shown in Figure 6.6.

Impl0 |

EBloks | Data Format (Analyzed: | Stored Data Format IInternal(External) Mem BHtE§
data B.7 1.7 12544 (125443
Convolutionl 5,10 G.10 Harne
CESE_f irel/expand3x3/Conv2D 8.7 1.7 53760 (125440
Conwolut ion2 5.10 5,10 Harne
du_1x1_fire?2_fire2 8.7 1.7 G0480 (206080}
Convolut iond 5.10 5,10 MNate
du_Lx1_fires_fire3 B.7 1.7 25440 (873607
Convolut ion& 5,10 G.10 Harne
du_1x1_fired_fired 8.7 1.7 20088 (NAAY
Conwolut iong 5.10 5,10 Harne
du_1x1_fireb_fired 8.7 1.7 7840 (N/AY
Convolut ionl 5.10 5,10 MNate
du_Lx1_fireb_fires B.7 1.7 7840 (HAAY
Convolut ionl2 5,10 G.10 Harne
du_1x1_fire?_fire? 8.7 1.7 2048 (NAAY
Convolut ionld 5.10 5,10 Harne
du_1x1_fireB_fired 8.7 1.7 980 (NAAY
E_denze/BiasAdd 8.7 5,10 256 (NAAY

Figure 6.6. Q Format Settings for Each Layer

10. Double-click Compile to generate the firmware and filter binary file.

Lattice SensAl Software ol
File Process View Tools Help
Hi | 's i € p C x|
F’rDcEss‘ Files | Iml | Inpl0
Project: CNH-Vn¥-FacsId-Hul Inpld Blobs | Data Format (fnalyzed) |  Stored Data Format. | InternalExternal) Men Butef HAE_Sinulation ]
fnaluze data 8.7 1,7 19544 {12544} 1
Convalutionl 5,10 5,10 Mane l
<~ Sinulats (Optional) CBSR_F irel/expand®:3/Convall 8.7 1,7 53760 (125440) l
[4F Loat ing Point Hodel Convalution2 5,10 5,10 Nere l
[4F ixed Point Model du_tx1_fire2_fire2 8.7 1.7 50480 (206080) l
Fdlnference Engine Model Canvolutiond 5.10 5.10 Mane 1
Past Processing du_Lel Fire3 Fired 8.7 1.7 25440 {87360} 1
Dounload Canvolut 1on6 5.10 5.10 Mane 1
Run du_1x1 fired_fired 8.7 1.7 25088 (H/AD 1
Convolutiond 5.10 5.10 Mane 1
1
\

S i - v
b . Lot A L Tul LTl H

[TALL [ DEBUG V INFO W WARNING W ERROR

EEeas

53" of tupe

H ully -
IO : Schedullng FE laaer‘ E_ dEnsE/MatMul
INFD  : Successfully Scheculed metwork layer 'E_cense/MatMul' of tupe InnerProduct
INFD t Post-Processing instruction generation.........
INFO 1 Single output churk Post-processing instructions for output sizeji [128]
INFO  : Total cyclesy 1,631,153
INFD : conv: 696,395 (1,265)
INFD H for 62,720 {1,280}
IO ¢ scale & pooli294.700 (295}
INFO : ext_meniBl7.3dd
INFD : Binary file exported to ftmp/CHX-Yr-Face Id-Myvl/Inp LO/CHE -Vn-FaceId-Myl .| blr\
t .ncs file exported to fbop/CNR-Vn¥-FaceId-Mul/Tnpl0/CHE-YnV-FaceId-Myvi. uc
Run Simulation or download firmware in the File /tmp/CHX-VnV-FaceId-| le/lmplO/CNK VnW-FaceId-Mvl bin and run on board

INFO ¢ {'channel': '0'. 'Data Size': '125dd'. 'HRAM address'i '0xd00000'3

I Dutput Data infornation--------------=--=----
O i Outeut Hode Maws = E_dense/MatHul

INFO ¢ {'chamnel': '1'. 'Data Size': '128'. 'LRAM address': '0x0000°3
INFO : Process Finished

Figure 6.7. Compile Project

The Firmware bin file location is displayed in the compilation log. Use the generated firmware bin on hardware for
testing.
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7. Hardware Implementation

7.1. Top Level Information

7.1.1. Block Diagram

CrossLink-NX Voice and Vision Board (Rev B)

AXI Bus
HyperRAM < HyperBus » AXI Slave < > CNN Accelerator
axi2_hyperbus
4
External i loader soram
SPI Flash > Spi_loader_spral
ml_out_proc
ml_out_proc
v Video Path .
E);t;ge; csi2_to_parallel crop_downscale_front_112x112 » osd_back_112x112_face_id

External Display

A

1 x 4 External Keypad

1: Register Face ID
2: Guidelines On/Off
3: Clear Registration
4: Unused

Figure 7.1. RTL Top Level Block Diagram

7.1.2. Push Buttons for Face ID Demo

Figure 7.2 shows the CrossLink-NX VVML board (Rev B). As shown in Figure 7.2, the SW2 push button is used for
Registration and SW3 is used for clearing previously registered data. Refer to Push Button Control section for more

information.

Figure 7.2. Push Buttons on CrossLink-NX VVML Board for Face ID Demo

© 2021-2023 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice

36

FPGA-RD-02244-1.1


http://www.latticesemi.com/legal

= LATTICE

7.1.3. Operational Flow

e The CNN module is configured with the help of a binary (mcs) sequence command code file, which is generated by
the Lattice Machine Learning software tool.

e The command code is written to spi_loader_spram, which further stores it in HyperRAM through AXI before the
execution of CNN Accelerator IP Core starts.

e The external camera configured using i2c_single logic block captures the raw image and shares it to the
csi2_to_parallel module. This module separates the R, G, and B pixels from the raw data.

e The RGB data from the csi2_to_parallel module is downscaled to 112 x 112 image resolution by the
crop_downscale_front_112x112 module to match CNN’s input resolution. This data is written into HyperRAM
memory through axi2_hyperbus through the axi_ws2m AXI interface module.

e After the command code and input data are available to CNN Accelerator from HyperRAM, the IP Core starts
inference at the rising edge of ML start signal.

e The push button control logic is managed by the crop_downscale_front_112x112 module. The registered Face IDs
are stored by the m/_out_proc module.

e The output data of CNN is passed to m/_out_proc for post processing. ml_out_proc now compares the CNN results
with initially stored face identifications and passes valid detected Face ID/index and distance to external display
module osd_back _112x112 face_id through the crop downscale module. The output display can be observed in
the video player AMCap software.

7.1.4. Core Customization

Table 7.1. Core Parameter

Default L.
Constant . Description
(Decimal)
NUM_FEAT 128 Number of features available in CNN output
FRAC_POS 10 Fraction Part Width in Q-Format representation
DIST_THRESH 45 Indicates Distance Threshold value for Face ID detection output
Enable Timing measurement logic
By default, it is zero and the memory file used is face_id_dissplay.mem.
If assigned 1, timing measurement is enabled and the memory file used is
face_id_display_INF.mem.
In order to configure the respective memory file, follow the below steps
EN_INF_TIME 0

1. Open dpram8192x8.ipx from the File List in Radiant.
2. Click Browse Memory File from the Initialization section.
3. Update mem file path:

e  For 0-/src/jedi_common/face_id_display.mem

e  For1-/src/jedi_common/face_id_display_INF.mem

Inference time multiplying factor calculated as per CNN clock frequency and
using Q-Format (Q1.31).

CNN Clock Frequency = 108 MHz

INF_MULT_FAC 19883 Hence, CNN clock period

=1/(108 x 10°%) us

=0.000009259 ms

Now, Q1.31 = 0.000009259 x 23! =~19883

SPI Flash Read Start Address (keep the same address in Programmer while
loading the firmware file)

FLASH_START_ADDR 24’h300000
- - For example, for the current start address, programmer address should be:
0x00300000.
SPI Flash Read End Address (keep the same address in Programmer while
i i ile). i i 12 .
FLASH_END_ADDR 24’h700000 loading the firmware file). The address must be in multiple of 512 bytes

For example, for the current end address, programmer address should be:
0x00700000.
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Constant Default Description
(Decimal)
Constant Parameters (Not to be modified)
PIC_WIDTH 112 Picture Pixel Width (CNN Input)
PIC_HEIGHT 112 Picture Pixel Height (CNN Input)
HYPERRAM_BASEADDR 32h400000 Indicates HyperR.AM ste?rting Base.addressllocation value. This should match in
the sensAl compiler while generating the firmware.

7.2. Architecture Details

7.2.1. SPI Flash Operation

The RTL module spi_loader_spram provides SPI Flash read operation and writes that data into HyperRAM through the
AXl interface. It reads from SPI Flash as soon as the board gets powered up, the .bit and .bin files are loaded in the

expected addresses.

e Expected Address for .bit file (Programmer) — 0x0000000 - 0x00110000
e Expected Address for Firmware file (Programmer) — FLASH_START_ADDR to FLASH_END_ADDR
Typical sequence of SPI Read commands for SPI Flash MX25L12833F is implemented using FSM in RTL as per below flow

of operation.

e  After FPGA Reset, RELEASE FROM DEEP POWER DOWN command (0xAB) is passed to SPI Flash memory. RTL then
waits for 500 clock cycle for SPI flash to come into Stand By mode, if it is in Deep Power Down mode.

e RTLsends FAST READ command code (Ox0OB) on SPI MOSI signal for indication of Read Operation to SPI Flash.
e RTL sends three Bytes of Address on SPI MOSI channel which determines the location in SPI flash from the position

the data needs to be read.

e  This SPI Flash has eight Dummy cycles as wait duration before read data appears on MISO channel. After waiting
for eight dummy cycles, the RTL code starts reading data.

e This read sequence is shown in Figure 7.3. The SPI Interface Signal Mapping with RTL signals are as follows

e (S (Chip Select) => SPI_CSS
e SCLK(Clock)  =>SPI_CLK
e S| (Slave In) =>SP|_MOSI
e S| (Slave Out) =>SPl_MISO

e The Read Data on MISO signal is stored in a FIFO in RTL, which then reads the data in multiple of 512 bytes. After
512 bytes chip select is deasserted, the AXI FSM state is activated.
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Figure 7.3. SPI Read Command Sequence

AXIl logic reads the data from FIFO in bursts of four on the AXI write channel, with each burst having 128 bytes.

In accessing the HyperRAM, the axi_ws2m module is used as a Muxing module among the multiple input slave AXI
interfaces as shown in Figure 7.6. The spi_loader_spram module is considered as SLAVE 0 and given priority to
write into HyperRAM. The MASTER Interface connects to the axi2_hyperbus module, which provides output
interface for accessing HyperRAM.

After writing to HyperRAM is complete, the 512 bytes are fetched from the SPI Flash using the same command
sequence as explained above until the FLASH_END_ADDR is reached.

7.2.2. Pre-processing CNN

The pre-processing operations are mainly handled by the crop_downscale_front_112x112 module as mentioned below:

This module mainly crops the incoming image to 224 x 224 image data and further generates downscaled input of
112 x 112 image data for the CNN IP input.

Manages the control logic for SW2 and SW3 push buttons.
Provides content for the output screen display to the osc_back 112x112 face id module
Calculates the inference time of theCNN IP

The output screen display and inference time management are explained in the Output Screen Display section.

7.2.2.1. Masking and Downscaling flow

Image data values for each pixel are fed serially line by line for an image frame from csi2_to_parallel block.

These values are considered as valid only when horizontal and vertical masks are inactive. Mask parameters set to
mask out boundary area of VGA resolution 640x480 to 224x224 are shown below.

o Left masking start =208
e Right maskingend =432 (Obtained as 208+224)
e  Top masking start =128

e Bottom masking end =352 (Obtained as 128+224)
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e  Figure 7.4 shows the image obtained after masking.

640

A
\

A
A\

224

480

Figure 7.4. Masking

e This 224 x 224 frame image is downscaled into a 112 x 112 resolution image as shown in the Figure 7.5 by
accumulating 2 x 2 pixels into single pixel. For example, 224/2 x 224/2 =112 x 112.

Accumulating 2 x 2 Pixels in One Pixel
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Figure 7.5. Downscaling
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e  The accumulated value is written in the Frame Buffer, which is a True Dual-Port RAM. The accumulated pixel
values for the 2 x 2 grids are stored in the same memory location. When data is read from memory, each RGB
value is divided by four (that is, the area of the 2 x 2 grid) to take the average of the 2 x 2 grid matrix.

The data from memory is read and stored in HyperRAM for CNN input through axi2_hyperbus, through the axi_w2sm
module which acts as an AXI interface to write data from slave (crop_downscale_front_112x112) to the master
HyperRAM. This process is described in the HyperRAM Operations section.

7.2.2.2. Push Button Control

The information of the SW2 and SW3 push buttons connected on CrossLink-NX VVML board is passed into this module.
Based on the button pressed, this module defines the following operational modes:

Table 7.2. Push Button Modes

LED Mode Description

Buttons
SW2 REG Indicates Registration mode.
Sw3 CLEAR Indicates Clear mode.

e The registration mode is used to register the user faces for identification purposes. A maximum eight user faces
can be registered.

e The check mode is used by the demo to check/identity the new face by comparing with the previously registered
face, by default, when no button is pressed.

e The green guide lines are always enabled in display. They mainly indicate the active area inside the 224 x 224
frame, where in you have to keep the face close to the camera for registration.

e The clear mode is used to clear all registrations and previous output results. Upon pressing the SW3 push button,
the values displayed in Output also gets cleared and you can now initiate new registration process again.

This module manages the logic to Calculate Inference time of CNN IP as per parameter EN_INF_TIME passed from
design top. It also collects the outputs from the post-processing module, inference time values, and shares the same
with the output screen display block for display in the AMCap video software.

7.2.3. HyperRAM Operations

The CrossLink-NX VVML board uses external HyperRAM for faster data transfer mechanism among the internal blocks
and enhances the system performance. The crop_downscale_front_112x112 module uses HyperRAM to store the
downscaled image data.

e The 640 x 480 image is distributed into 224 horizontal and 224 vertical lines, and each block consists of 2 x 2 pixels
as shown in Figure 7.5. Thus, there are total 112 x 112 pixel values for the downscaled image.

e  Primarily, the crop_downscale_front_112x112 module stores 112 values into a local FIFO for all 112 horizontal
blocks. Later, this stored data is written to HyperRAM through the AXI write data channel.

e  When final data is written out, 112 x 112 pixels are initially stored into HyperRAM starting from the base address
0x400000.

e The 112 x 112 pixel values stored in HyperRAM are serially obtained by the CNN engine after getting command
sequence through the AXl interface.

e Inorder for the crop_downscale_front_112x112 module to access HyperRAM for operations explained above, the
axi_ws2m module functions as a Muxing module for multiple input slave AXI interfaces as shown in Figure 7.6.

e  For the internal blocks to access HyperRAM, the axi_ws2m module considers the spi_loader_spram module as
SLAVE 0, the cnn_opt module as SLAVE 1, crop_downscale_front_112x112 module as SLAVE2, and the MASTER
connects these slaves to the axi2_hyperbus module.

e The priority to select write channel is given, respectively, to the SPI loader slave, CNN slave, and crop-downscale
slave. Whenever valid address is available from the respective Slave on its write address channel, that slave is
given access of master channel if other priority slaves are not accessing it. Thus, when valid write address is
obtained from the crop_downscale_front_112x112 module, access is given to Slave 2 to use HyperRAM.
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Figure 7.6. HyperRAM Access Block Diagram

7.2.4. Post-Processing CNN

The primary functionality of this block (m/_out_proc) is to capture the CNN valid output, detect, or register face
identification information and pass valid face index and distance back to the crop_downscale_front_112x112 module
for display.

Table 7.3. Post-Processing Parameters

Default .
Constant . Description
(Decimal)
NUM_FEAT 128 Number of Features (values) provided by CNN for each processed frame
FRAC_POS 10 Fraction Part Width as per Q-Format 5.10 representation of last output layer
DIST THRESH 45 Upper Threshold for Mean Squared Difference (distance) value calculated for
- Face Features

CNN provides 128 values (16-bit each) representing the Face Features for each frame processed. These values are
processed according to the mode selected (REG/CHECK/CLEAR), as explained in further sections.

7.2.4.1. REG MODE
e This mode is used to register/store the values of face measurements provided by CNN into memory.
e The stored feature values are used as a reference while CHECK Mode is on.

e This module can store up to eight face identification measurements. Each Face Identification measurement uses
separate 8k RAM.

7.2.4.2. CHECK MODE

e This mode is used to detect the valid face identification matching with current face from the stored face
identifications in REG MODE.

e |t compares the stored face identification (0-7) feature values with the current CNN output feature values and
performs mean square difference to estimate the average distance from actual values for each feature.
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e  Final accumulated mean square difference value for each Face Identification is compared with each other and the
index with least difference value is selected.

e If the difference value is less than DIST_THRESH, the selected face index is valid and is having minimum distance
from current face.

e The matched face index and all distance values are passed to crop downscale module for display. If no face
identification matches (all calculated distance values > DIST_THRESH OR no face identification is registered by REG
MODE), then the output face index is passed with invalid value (OxF), displayed as “?”.

7.2.4.3. CLEAR MODE

When this mode is activated, all registered face index and distance information are cleared. You can now register new
faces using the REG mode.

7.2.5. Output Screen Display

e 0sd_back _112x112 face_id is responsible to manage output display. It has the Isc_osd_text module which
provides the bitmap (from rom_8x8font) of each ASCII character to be displayed with specified position on screen.
For the text display of result values, it receives inputs as number of registered Face IDs, valid Face ID detected,
distance of each entry, and inference time values (as per enabled/disabled) from the crop downscale module. The
texts obtained on the left side in display are pre-stored in the form of their respective ASCII Character values in the
(face_id_display.mem/face_id_display_INF.mem) files which are loaded in dpram8192x8 before exporting the bit
files.

e This sets an output signal (text_on) when text is displayed. When text_on is set, the value for that pixel location is
assigned FFF value (white color) and sent to the AMCap video display software through the FX3 USB Wrapper
module.

7.2.5.1. USB Wrapper
e The Wrapper_USB3 module is used for to transmit 16-bit data to the output 16-bit interface every clock cycle.

® This module takes the input data in YCbCr 24-bit format and gives output as 16-bit YCb and YCr format. This
module does not change or regenerate input timing parameters.

7.2.5.2. Inference Time Calculation

The time taken by a trained neural network model to infer/predict outputs after obtaining input data is called inference

time. The process of this calculation is managed by the crop downscale module explained as follows.

e The inference time is calculated by implementing a counter to store the count of CNN engine cycles per frame.

e When thei rd rdy signal (thatis o_rd_rdy coming from CNN engine) is high, the CNN engine indicates that it is
ready to get input; and when it is low, the engine indicates that it is busy.

e Whenthei_rd_rdy signalis low, the CNN counter begins and stops when the i_rd_rdy signal goes high again
indicating that previous execution is over and the CNN is ready for new input.

e Asshown in Figure 7.7, when rdy_h2l (ready high-to-low) pulse is asserted, the CNN Up-counter starts from 1 and
the count value increases until i_rd_rdy is not high again. The count value is stored in count.

e Similarly, when rdy_I2h (ready low-to-high) pulse is asserted, the Up-counter stops and the final CNN count value is
obtained cnn_count.

assign rdy 12h
assign rdy h2l

nu

i rd_rdy & ~rdy;
~i rd_rdy & rdy;

// Counter to calculate individual frame inference time

assign count ¢ = (o_rd_done & rdy _h21l) ? 27°'dl : (i_rd_rdy) ? count : (count + 27°dl)
// Store individual cnn frame counter

assign cnn_count ¢ = rdy 12h 7 count : cnn_count;

Figure 7.7. CNN Counter Design

www.latticesemi.com/legal


http://www.latticesemi.com/legal

CrossLink-NX QVGA MobileNet Human Identification Using VVML Board :.ILATTICE
Reference Design

The methodology used to obtain stable inference time is to calculate inference time per frame and obtain the average
inference time value after 16 CNN frames are over as discussed below.

o After completion of every frame, the new count value cnn_count obtained, as explained above, is added to the
previous value and stored in cnn_adder.

A frame counter monitors the frame count. After 16 frames, when the frame count is done, the cnn_adder value is
reset as shown in Figure 7.8.

// Frame counter to calculate CNN frames upto 16 (0 - 15)
assign frame counter ¢ = (rdy 12h rr)? (frame counter + 4'dl) : frame_ counter;

// keep adding indiviual cnn frame counter for 16 frames. Then clear to 0
assign cnn_adder c = (count_done)? 31'd® : (rdy 12h r) 7 (cnn_adder + {4'd0,cnn_count}) : cnn_adder;

// Counter addition done when 111 16 cnn frame counter values are added and averaged
assign count done = (frame_counter == 4'd15) & (rdy_12h rr);

Figure 7.8. Frame Counter Design for 16 CNN Frames Average

To get the average inference time value avg_inf_time_hex after frame count is done, the final cnn_adder value is
divided by 16 as shown in Figure 7.9.

// Average Inference Time calculated by dividing by 16
assign inf_time c = (count _done)? cnn_adder[30:4] : inf time;

// 32 Bit average Inference time in Hex
assign avg_inf time hex = {5'd0,inf_time};

Figure 7.9. Average Inference Time Calculation

e Using the Lattice Multiplier library module, the average inference time value is multiplied by INF_MULT_FAC. A
parameter indicating inference multiplying factor explained in Table 7.1.

e The inference time in millisecond inf_time_ms is obtained by dividing the output obtained from this multiplier by
2731 as per the Q-Format, shown in Figure 7.10.

e All the above obtained values namely the CNN count, the average inference time, and the inference time in
millisecond are passed on to the Isc_osd_text module for getting bitmap to the display characters.

assign inf_time ms = inf_time mult[46:31];

Figure 7.10. Inference Time in Millisecond
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7.2.5.3. Inference Time Display Management

The Inference Time Display Management module mainly consists of a DPRAM, which holds the characters at
pre-defined address positions indicated by text_addr and an 8 x 8 font ROM which provides the bitmap of these
characters for PC display.

This module basically functions by using two entities. One is the position of the character where it has to be displayed,
and the other is by reading the ASCII value of the character to be displayed.

For this purpose, once the CNN count, individual frame inference time and the inference time in millisecond values are
obtained, they are converted from hex into ASCII values as shown in Table 7.4.

The average inference time input value i_avg_inf_time_hex is converted from hex to ASCII values as shown below. To
display eight characters of this value on PC, this input is stored in the respective r_avginfhex_ch. The characters
obtained by adding 7’h30 and 7’h37 are shown in Figure 7.11.

r_avginfhex_ch® <= (i_avg_inf_time hex[31:28] > 4'd9)? [i_avg_inf_time_hex[31:28} + 7'h37) @ (1_avg_inf_time_hex[31:28] + 7'h30);
r_avginfhex_chl == (i _avg_inf_time hex[27:24] > 4'd9)7 (i_avg_inf_time hex[27:24] + 7'h37) : (i_avg_inf_ time hex[27:24] + 7'h30);
r_avginfhex_ch2 <= (i avg inf_time hex[23:20] > 4'd9)? (i_avg_inf time hex[23:20] + 7'h37) : (i_avg_inf time hex[23:20] + 7'h30);
r_avginfhex_ch3 == (i _avg_inf_time hex[19:16] > 4'd9)7 (i_avg_inf_time hex[19:16] + 7'h37) : (i_avg_inf_ time hex[19:16] + 7'h30);
r_avginfhex_ch4 <= (i avg inf_time hex[15:12] > 4'd9)? (i_avg_inf time hex[15:12] + 7'h37) : (i_avg_inf time hex[15:12] + 7'h30);
r_avginfhex_ch5 == (i _avg_inf_time hex[11:8] > 4'd9)7? (i_avg inf_time hex[11:8] + 7'h37) : (i_avg_inf time hex[11:8] + 7'h30);
r_avginfhex_ché <= (i_avg_inf_time_hex[7:4] > 4'd9)? (i_avg_inf_time hex[7:4] + 7'h37) : (i_avg_inf_time_hex[7:4] + 7'h30);
r_avginfhex_ch7 == (i _avg_inf_time hex[3:0] > 4'd9)7? (i_avg inf_time hex[3:8] + 7'h37) : (i_avg_inf time hex[3:8] + 7'h30);
Figure 7.11. Average Inference Time Value to ASCII Conversion
Table 7.4. Signal Values to ASCIl Conversion
Characters for Display Value to be Added To Signal ASCII Hex Value ASCII Decimal Value

7’h30 31 49

2 7’h30 32 50

3 7’h30 33 51

4 7’h30 34 52

5 7’h30 35 53

6 7’h30 36 54

7 7’h30 37 55

A 7'h37 41 65

B 7'h37 42 66

C 7'h37 43 67

D 7'h37 44 68

E 7'h37 45 69

F 7'h37 46 70

To display eight characters of individual frame inference time, the input signal i_inf_time_hex is converted from hex to
ASCIl and stored in respective r_infhex_ch signal as shown in Figure 7.12.

In the same way, to display four characters of inference time in ms, the input signal i_inf_ms is converted from hex to
ASCIl and stored in the respective r_inf_ms signal as shown in Figure 7.13.

r_infhex che <= (i_inf_time hex[31:28] = 4'd9)? (i_inf time hex[31:28] + 7'h37) : (i_inf time hex[31:28] + T'h30);
r_infhex chl <= (i_inf time hex[27:24] > 4'd9)? (i inf time hex[27:24] + 7'h37) : (i_inf time hex[27:24] + 7'h30);
r_infhex ch2 <= (i_inf time hex[23:20] > 4'd9)? (i_inf time hex[23:20] + 7'h37) : (i_inf time hex[23:20] + 7'h30);
r_infhex ch3 <= (i_inf _time hex[19:16] > 4'd9)? (i_inf time hex[19:16] + 7'h37) : (i_inf time hex[19:16] + 7'h30);
r_infhex ch4 <= (i_inf _time hex[15:12] > 4'd9)? (i_inf time hex[15:12] + 7'h37) : (i_inf time hex[15:12] + 7'h38);
r_infhex ch5 <= (i_inf _time hex[11:8] > 4'd9)? (i_inf time hex[11:8] + 7'h37) : (i_inf time hex[11:8] + 7'h38);
r_infhex ché <= (i_inf _time hex[7:4] > 4'd9)? (i_inf time hex[7:4] + 7'h37) : (i_inf time hex[7:4] + 7'h38);
r_infhex ch7 <= (i_inf _time hex[3:0] > 4'd9)? (i_inf time hex[3:0] + 7'h37) : (i_inf time hex[3:8] + 7'h38);

Figure 7.12. CNN Count Values to ASCIl Conversion
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r_infms_che <= (1_inf time ms[15:12] = 4'd9)? (i_inf_time ms[15:12] + 7'h37) (i inf time ms[15:12] + 7'h30);
r infms chl <= (i_inf_time ms[11:8] = 4'd9)? (i_inf_time ms[11:8] + 7°'h37) : (i_inf_time ms[11:8] + 7'h30);
r infms ch2 <= (i inf time ms[7:4] = 4°d9)? (i inf time ms[7:4] + 7'h37) : (i_inf time ms[7:4] + 7'h30);

r infms ch3 <= (i inf time ms[3:0] = 4°d9)? (i inf time ms[3:0] + 7'h37) : (i inf time ms[3:0] + 7'h30);

Figure 7.13. Inference Time in Millisecond Values to ASCII Conversion

The positions where these values have to be displayed are given using the text_addr signal as shown in Figure 7.14. The
use of these locations is shown in Figure 7.14. A memory initialization file face_id_display_INF.mem is used by the Lattice
Radiant tool to store characters at address locations for display.

£f Inference Time Logic

/7 Hex counter display

assign w_avginfhex_ch® _pos (text_addr 13"d1135) ;
assigm w_avginfhex_ch1_pos (text_addr 13"d1136) ;
assign w_auginfhex_ch2_pos = (text_addr == 13°d1137);
assigmn w_avginfhex_ch3_pos = (text_addr == 13"01138);
assign w_avginfhex_chh_pos = (text_addr == 13"d1139);
assign w_awginfhex_ch5_pos {text_addr 13°d11.8) ;
assigmn w_avginfhex ché_pos = (text_addr == 13 d11%1);
assign w_avginfhex_ch7_pos = (text_addr == 13°d1182);
assign w_infhex_ch@ pos = (text_addr == 13"di1172);
assign w_inFhex_chi_pos (text_addr 13"d1173) ;
assigm w_infFhex_ch2_pos = (text_addr == 13 d1174&);
assign w_infhex_ch3_pos = (text_addr == 13°d1175);
assign w_infhex_chi pos = (text_addr == 13°d1176);
assign w_infFhex_ch%_pos = (text_addr == 13 "d1177);
assign w_infhex_ché_pos {text_addr 13°d1178) ;
assign w_infhex_ch7?_pos = (text_addr == 13 d11792);
#f Milisecond gisplay

assign w_infms_ch@ _pos = (text_addr == 13°d1145);
assign w_infms_chi_pos = (text_addr == 13 di1ké);
assign w_infms ch2 pos (text addr 13" d1147) ;
assign w_infms_ch3_pos = (text_addr == 13 d1148);

Figure 7.14. Text Address Positions to Display Input Values

The address location structure for displaying average inference time ( of 16 CNN frames) and inference time in millisecond
values along with their strings are stored in face_id_display_INF.mem is shown in Figure 7.15.

Characters stored as ASCII values in face_id_display_INF.mem for String display Avg face_id_display_INF.mem ASCII values
Inf
Character A v g 1 n f T i m e T { * m 5 )
c . 1135- 1145-
Address in Decimal| 1122 | 1123 | 1124 | 1126 | 1127 | 1128 | 1130 | 1131 | 1132 | 1133 | 1134 1142 1144 1148 1150 | 1151 | 1152
[Mote: * Indicates the value of Inference Time calculated and displayed in Millisecond)

Figure 7.15. Address Locations to Display Individual Frame Time and Inference Time with String in PC

To display the input values in address locations shown in Figure 7.15, the ASCIl values obtained as shown in Table 7.4
are sent to the 8 x 8 font ROM with the help of the font_char signal to obtain the bitmap for display.

Similarly, like the inference time display, other text characters for the Face ID display like SW2 and SW3 push buttons
information, entries, and others are all present in both .mem files in the form of ASCII characters at the dedicated
address locations.
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font_char = (r_num_reg_pos_1d)? v_num_req_char_1d

{r_face_id_pos_1d
(r_dist_pos_2d
(r_avginfhex_chB_pos
(r_avginfhex_chi1_pos
{r_avginfhex _ch2 pos
{r_avginfhex_ch3_pos
(r_avginfhex_chi4 pos
(r_avginfhex_chS5_pos
(r_avginfhex_ché_pos
{r_avginfhex_ch? pos
{r_infhex_ch®_pos
(r_infhex_ch1_pos
(r_infhex_ch2_pos
(r_infhex_ch3_pos
{r_infhex_chh_pos
{r_infhex_ch5_pos
(r_infhex_ché_pos
(r_infnex_ch7_pos
(r_infms_ch@ _pos
{r_infms_ch1_pos
{r_infms_ch2_pos
(r_infms_ch3 pos

1% r_face_id_char_1d
17 r_dist_char

17 r_avginfhex_ch@
1% r_avginfhex_chi
17 r_avginfhex_ch2
17 r_avginfhex_ch3
17 r_awginfhex_chy
17 r_auvginfhex_chS
17 r_awginfhex_ché
17 r_avginfhex_ch?
1?7 r_infhex_ch@
17 r_infhex_ch1

17 r_infhex_ch2

17 r_infhex_ch3

17 r_infhex_chh

1?7 r_infhex_chS

17 r_infhex_chib

)7 r_infhex_ch?

17 r_infms_ch@

1% r_infms_chi

17 r_infms_ch2

17 r_infms_chd

£# Inference time display

: r_text_data[a:m];

Figure 7.16. Bitmap Extraction from Font ROM
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8.

Creating FPGA Bitstream File

This section describes the steps to compile RTL bitstream using the Lattice Radiant tool.

8.1. Bitstream Generation Using Lattice Radiant Software
To create the FPGA bitstream file:

1. Open the Lattice Radiant software (v3.0.0.24.1). Default screen in shown in Figure 8.1.

| n Start Page

LATTICE
RADIANT

DESIGN SOFTWARE

Project
| AN
New Project Open Project Open Example
Information Center
A w 2]
\ I
Getting Started Tutorials User Guides Support Center

Figure 8.1. Radiant — Default Screen

2. Go to File > Open > Project.

3. Open the Radiant project file (.rdf) for CrossLink-NX Voice and Vision Face ID Demo RTL. As shown in Figure 8.2, you
can also open project by triggering the yellow folder shown in the user interface.

7)) start Page

LATTICE
RADIANT

DESIGN SOFTWARE

Project

E

New Project

Information Center

[ =

Getting Started

Open Project

« Face.. » jediface i.. > v & Search jedi_face_id_vn

« t

Organize v New folder = [

FacelD_Packages A  Name

impl_1

impl_1

jedi_common jedi_face_id_vnv._ter.dir

pre-build | jedi_face_id_vnv
@ OneDrive
B This PC

¥ 2D Objects
Open Project [ Desktop v <
File name: | jedi_face_id_vnv v | Project Files (*.rdf)
Tutorials User Guides Support Center

come Back

nt Project List

Figure 8.2. Radiant — Open CrossLink-NX Voice and Vision Project File (.rdf)
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4. After opening the project file, check the following points in Figure 8.3.
e Design loaded with zero errors message shown in the Output window below.
e Check for this information in project summary window.
e  Part Number — LIFCL-40-7MG289I
e  Family — LIFCL
e Device - LIFCL-40
e Package — CSBGA289

A X
[Z1] jedi_face_id wvrv L X = Reports
8 LFCL-40-7MG280l
v Strategies ) B )
2 Ao Reports Jedi_face_id_vnv Project Summary
= Timing Implementation Name impl_1
=)
4 Strateayt _ Strategy Name: Strategy1
- '? impl_1 (Synplify Pro)
- Part Number: LIFCL-40-TMG2881
Input Files ¥ [ Synthesis Reports
% wfsrefjedi_face_id_top.w Family: LIFCL
L) .fsrefjedi_common/crop_downscale_front_112x112v 5 Map Reports M LIFCL-40
L) .Jfsre/jedi_common/osd_back_112x112_face_idv
L] /sre/ml_out_procw Package CSBGA289

Figure 8.3. Radiant — Design Load Check After Opening the Project File

5. If the design is loaded without errors, click the Run button to trigger bitstream generation as shown below in

Figure 8.4.
> n Synthesize Design u Map Design u Place & Route Design u Export Files H
A
[Z1] jedi_face_id_vnv [Eage SES = Reports
a LIFCL-40-7hG2881
< Strategies ) B A
= Ares Reports Jedi_face id_vnv Project Summary
= Timing Implementation Name: impl_1
=
# Strateayt _ Strategy Name: Strategy1
v % impl_1 (Synplify Pro)
. . Part Number: LIFCL-40-7MG2891
- Input Files » [ Synthesis Reports
| .fsrefjedi_face_id_top.v Family: LIFCL
| .. jedi i
Jsrcfjedi_commen/crop_downscale_front_112x112.v D Map Reports — LIECL-40
| ..fsrcfjedi_commeon/osd_back_112x112_face_id.v
| .. /src/ml_out proc.v Package: CSBGA239

Figure 8.4. Radiant — Trigger Bitstream Generation

6. The Lattice Radiant tool displays Saving bitstream in ... message in the Reports window, as shown in Figure 8.5. The
bitstream is generated at Implementation Location, as shown in Figure 8.5.
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B - Synthe:

edli_face idvnv 2
B urcL-20-7MG2891
Strategies

£ Area

[ Timing

i} Strategyl
= (7% impl_1 (Synplify Pro)

~ 1 Input Files
. Isrc/jedi_face_id_top.v

Jsre/jedi_common/crop_downscale_front_112x112.v
.Jsrc/jedi_common/osd_back_112x112_face_idw
.Jstc/mi_out_procy
. Wfsrefi2e_m_ctrlv
%l ./srefi2e_mastery

Jsec/i2e_single:v
.Jsre/iedi video/csi2 to parallel.y

=

v 1 jedi_face_id_top - jedi_face_id_top.v
T Wroppert

PP

{7} spi_loader_spram(u_spi_flash) - spi_loader_spram.v
IF rst_ctrl(rst_ctrl) - rst_ctrly

{7} pll_2xq_5x_dynport(u_pll_2xq_5¢) - pll_2xq_5x_dynport.v

{1 ml_out_proc(u_ml_out_proc) - ml_out_proc.v
1% Isc resetn(u Isc resetn) - Isc resetn.y
[0 e Ust &) Source Template ] 1P Catalog

{7} rpc2_ctrl_controller(rpc2_ctrl_controller_inst) - rpc2_ctrl_co...

{7} osd_back_112x112_face_id(u_osd_back_112x112_face_id) - ...

» [/ Synthesis Reports

» [/ Map Reports

*» | | Place & Route Reports

* || Export Reports

Saving bit stream in "C:

\Users\sumant\Desktop\Face_ID_vvml_112x112 Demo\jedi_face_id _vnv\impl l\jedi face_id vnv_impl 1.bit".

Jedi_face_id_vnv Project Summary

Implementation Name
_ Sipiayiame,

Part Number:
Family:
Device:
Package:
Project File

Implementation Location

impl_1

Strategy1
LIFCL-40-TMG2891
LIFCL

LIFCL-40

CSBGA289

C:/Users/sumant/Desktop/Face_ID_vvml_112x112_Demo/jedi_face_id_vny

c

ace 1D vwml 112x112 Demofed) face id v

Performance Grade:
Operating Condition
Synthesis

Timing Errors:
Project Created

Project Updated:

Bitstream generation complete!

Total CPU Time:
Total REAL Time:

25 secs
26 secs

Peak Memory Usage: 798 M3

Done: completed successfully

£ Td Console

= output

E2 Message

Figure 8.5. Radiant — Bit File Generation Report Window
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9. Programming the Demo

This document contains information to run the Face ID demo on the CrossLink-NX-VVML board.

9.1. Package Folder Structure

Figure 9.1 shows the demo folders and files after unzipping the package.

|: face_id_vnv_INFTIME_OFF.bit
face_id_vnv_INFTIME ON.bit

L lattice fx3_16bit_480p 60fps _with_usb2.img

L face id vnv _firmware.mcs

L Face Identification Frozen.h5

Figure 9.1. Demo Package Folder Structure

9.2. Load Firmware in FX3 I?*C EEPROM

To load the firmware:

1. Connect the USB3 port of the CrossLink-NX VVML Board (Rev B) to the PC using the USB3 cable.
2. Connect the Jumper J13 on the board.

3. Open the USB Control Centre application. The Cypress FX3 SDK should be installed.

4. Press the SW2 button to reset the FX3 chip. Figure 9.2 shows the boot loader device screen.

[ USB Centrol Center - [m} X
File | Program | Help
o Fx2 [ URBStat Abort Pipe ResetPipe ¥ & (@ #7
‘ FX3 » | RAM riptor Info  Data Transfers  Device Class Selection
[ rceerroMm |vics "
5Pl FLASH FnendlyName=l‘l'Crpress"Fx3 USB BoctLoader Device"
Manufacturer="Cypress'

Product="WestBridge "
SerialNumber="0000000004BE"
Corfigurations="1"
MaxPacketSize="64"
VendorlD="04 B4"
Product|D="00 F3"
Class="00h"

o

ice="0100"
BedUSB="02 00"
<CONFIGURATION:>
Configuration="0"
ConfigurationValue="1"
Atributes="80h"
Interfaces="
DescriptorType="2"
DescriptorLength="9"
TotalLength="18"
MaxPower="100"
<INTERFACE>
Interface="0"
Interface Number="0"
AltSetting="0"
Class="FFh"

Protocol="0"
Endpoints="0"
DescriptorType="4"
DescriptorLength="5"
</INTERFACE>
</CONFIGURATION:> v

Figure 9.2. Selecting FX3 I12C EEPROM in USB Control Centre

5. Select Cypress USB Bootloader.
6. Click Program > FX3 > I2C E2PROM.
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7. Locate and select the FX3 image file for the 640 x 480p 60 Hz 16 bit configuration.
The Firmware is programmed in the I2C E2PROM.

After the operation is completed, a message acknowledging successful programming is shown at the bottom
taskbar.

10. Remove jumper J13.
11. Power OFF and then power ON the board.
12. The FX3 boots from 12C E2PROM.

9.3. Programming the CrossLink-NX Voice and Vision SPI Flash

9.3.1. Erasing the CrossLink-NX Voice and Vision SRAM Prior to Reprogramming

If the CrossLink-NX device is already programmed (either directly, or loaded from SPI Flash), follow this procedure first
to erase the CrossLink-NX SRAM memory before re-programming the SPI Flash. If you are doing this, keep the board
powered when reprogramming the SPI Flash (so it does not reload on reboot).

To erase the CrossLink-NX device:

1. Launch Lattice Radiant Programmer. In the Getting Started dialog box, select Create a new blank project.

E3 New Programmer Project [4 >

Project:

Name: |Unl:|Hed|

Location: fbit_files v Browse...
Select New Project Source:

(®) Scan

Cable: |HW-USBN-28 (FTDI) ~ Port: |FTUSB-0 ¥ Detect Cable

() Blank Programmer Project

[oc ][ cone

Figure 9.3. Lattice Radiant Programmer Default Screen

2. Click OK.

3. Inthe Lattice Radiant Programmer main interface, select LIFCL for Device Family, as shown in Figure 9.4. Select
LIFCL for Device Vendor and LIFCL-40 for Device.

Enable Status Device Family
1 PASS |LIFCL -
Generic JTAG Device
LFDENK

p LIFCL_ENG
ICEAD UltraPlus
5Pl Serial Flash

Figure 9.4. Lattice Radiant Programmer- Device Selection
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Right-click and select Device Properties.

5. Select JTAG for Port Interface, Direct Programming for Access Mode, and Erase Only for Operation, as shown in

Figure 9.5.
B3 LIFCL - LIFCL-40 - Device Properties ? 28
General Device Information

Device Operation

Target Memory: [Siﬁtic Random Access Memory (SRAM) - ]
Port Interface: [_'ITAG - ]
Access Mode: [Direct Programming - ]
Operation: [Erase Only - ]

[7] Password Protection Options (Provide key file if password protection enabled)

[ Ok ] [ Cancel

Figure 9.5. Lattice Radiant Programmer — Device Operation

Click OK to close the Device Properties dialog box.

Press and hold SW5 until you see the Successful message in the Lattice Radiant log window.

8. Inthe Radiant Programmer main interface, click the Program button “ to start the erase operation.
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9.3.2. Programming the CrossLink-NX VVML Board

To program the CrossLink-NX Voice and Vision SPI Flash:

1. Ensure that the CrossLink-NX Voice and Vision device SRAM is erased by performing the steps in the Erasing the
CrossLink-NX Voice and Vision SRAM Prior to Reprogramming section.

2. Inthe Lattice Radiant Programmer main interface, right-click the CrossLink-NX Voice and Vision row and select
Device Properties.

3. Inthe Device Properties dialog box, apply the settings shown in Figure 9.6.

General Device Information

Device Operation

Target Memary: External 5P Flash Memory (SPIFLASH)
Port Interface: JTAGZSPI bl
Access Mode: Direct Programming w
Dperation: Erase, Program, Verify w

Programming Options

Programming file: p112_Demofpre-build fedi_face_id wnv_INFTIME_OM.bit [... 0xS5C8S
EPI Rash Options
Famiy: 5P Senal Flash v
Vendor: Macronig e
Device: MK 251 12835F A
Package: 16-pin SOP -
5P1 Programming
Data file size (Bytes): | 1119981 Load from File
Start address (Hex): 000000000 w
End address (Hex): One00 120000 b

] Tum off addresses auto updating
|:| Erase SPI part on programming error
[] secure SPI flash golden pattern sectors

Figure 9.6. Lattice Radiant Programmer — Selecting Device Properties Options for CrossLink-NX Flashing

Notes:
e In Programming file, browse and select the CrossLink-NX Voice and Vision bit file (*.bit).
e Click Load from File to update the Data file size (bytes) value.
e Ensure that the following addresses are correct:
e  Start Address (Hex) — 0x00000000
e End Address (Hex) — 0x00110000
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Click OK.
Press and hold SW5 until you see the Successful message in the Lattice Radiant log window.

Click the Program button “ to start the programming operation.

N o v s

After successful programming, the Output console displays the result, as shown in Figure 9.7.

Outpit & x
Disabling... ~

Enabling...

Programming...

Disabling...

Verifying...

INFO - Execution time: 00 min : 14 sec
INFO - Elapsed time: 00 min : 15 sec

INFO - Operation: successful.

Output Tl Console

Figure 9.7. Lattice Radiant Programmer — Output Console

9.3.3. Programming sensAl Firmware Binary to the CrossLink-NX SPI Flash
To program the CrossLink-NX SPI flash:

1. Ensure that the CrossLink-NX device SRAM is erased by performing the steps in the Erasing the CrossLink-NX Voice
and Vision SRAM Prior to Reprogramming section before flashing bitstream and sensAl firmware binary.

2. Inthe Lattice Radiant Programmer main interface, right-click the CrossLink-NX row and select Device Properties.

3. Inthe Device Properties dialog box, apply the settings as shown in Figure 9.8.
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u LIFCL = LIFCL-40 - Device Properties 7 o

General Device Information

Device Operation
Target Memary: External S°[ Flash Memory (SPI FLASH) b
Port Interface: JTAGZSPI w
Access Mode: Direct Programming w
Operation: Erasa, Program, Verify o
Programming Optons
Programming file: [12%112_Demmo/pre-build fjedi_face_id_vnv_frmware.mcs |... 02144
5Pl Alash Options
Famiby: 2P| Senal Flash e
Vendor: Macronix et
Device: MX251 12835F e
Package: 16-pin S0P bt

SP1 Programming

Data file size (Bytes): 339704 Load from File
Start address {Hex): Ox00300000 ~
End address (Hex): Cre00 700000 i
[C] Turn off addresses auto updating

|:| Erase SPI part on programming error
[] secure SPI flash golden pattern sectors

[ox ]| conce

Figure 9.8. Lattice Radiant Programmer — Selecting Device Properties Options for CrossLink-NX Flashing

Notes:
e In Programming file, browse and select the CrossLink-NX sensAl firmware binary file after converting it to hex
(*.mcs).

e Click Load from File to update the Data file size (bytes) value.
e  Ensure that the following addresses are correct:

e  Start Address (Hex) — 0x00700000

e End Address (Hex) — 0x00700000

Click OK.
Press and hold SW5 until you see the Successful message in the Lattice Radiant log window.

Click the Program button “ to start the programming operation.

No v e

After successful programming, the Output console displays the result, as shown in Figure 9.9.
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Output & x
Disabling... 2
Enabling...
Programming....
Disabling...
Verifying...
INFO - Execution time: 00 min : 14 sec
INFO - Elapsed time: 00 min : 15 sec
INFO - Operation: successful.
v
Output___ Td Console

Figure 9.9. Lattice Radiant Programmer — Output Console
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10. Running the Demo

To run the demo:

N o s wDN e

Power on the VVML board.

Make sure that the position of DIP SWITCHO is ON to set FX3 to boot from I2C EEPROM.

Flash the .bit and .mcs files.

Connect the VVML board to the PC through the USB3 port.

Open the AMCap video display application and select the FX3 Device as source from under Devices.
The camera image is displayed as shown in Figure 10.1.

Press the SW2 push button to register the Face ID, and the registered values can be cleared using the SW3 push
button.

224x224 Active area for

Face registration P
Push button information 8 Guide lines

Push Button

SHZ2: Register
SU3:Clear

Number of Face ID registrations Entries:

Detected Face ID result Face ID:
Distance

Distance of Face ID entries

Inference time display

Figure 10.1. Demo Camera Image

If Inference time display is disabled, and .bit file is generated using face_id_display.mem. The text and values of
Inference Time Display are not displayed in the output. The output shown in Figure 10.1 is with the .bit file having
Inference time enabled using the face_id_display_INF.mem file.

10.1.Ideal Conditions for Testing the Demo

Distance — The user's face should completely fit the guide lines.
Lighting — Proper lighting is needed to efficiently run demo. Too low and direct light from a source may reduce the
performance quality of the demo.
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Appendix A. Other Labeling Tools

Table A.1 provides information on other labeling tools.

Table A.1. Other Labeling Tools

Software Platform License Reference Converts To Notes
annotate- | Ubuntu/Wind No https://github.com/SaiPrajwal95/annotate-to- KITTI Python
to-KITTI ows (Python License KITTI based CLI
based utility) (Open utility. Just
source clone it and
GitHub launch.
project) Simple and
Powerful.
LabelBox JavaScript, Cloud or https://www.labelbox.com/ json, csv, coco, | Web
HTML, CSS, On- voc application
Python premise,
some
interfaces
are
Apache-
2.0
LabelMe Perl, MIT http://labelme.csail.mit.edu/Release3.0/ xml Converts
JavaScript, License only jpeg
HTML, CSS, On images
Web
Dataturks | On web Apache https://dataturks.com/ json Converts to
License json format
2.0 but creates
single json
file for all
annotated
images
Labellmg ubuntu osl https://mlnotesblog.wordpress.com/2017/12/16/ | xml Need to
Approved | how-to-install-labelimg-in-ubuntu-16-04/ install
S MIT dependenci
License es given in
reference
Dataset_ Ubuntu 2018 https://github.com/omenyayl/dataset-annotator json Need to
annotator George install
Mason app_image
University and run it by
Permissio changing
nis permissions
hereby
granted,
Free of
charge
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e Google TensorFlow Object Detection GitHub

e Pretrained TensorFlow Model for Object Detection

e Python Sample Code for Custom Object Detection

e  Train Model Using TensorFlow

e https://www.pyimagesearch.com/2016/11/07/intersection-over-union-iou-for-object-detection/

For more information, refer to:

e  CrossLink-NX Family Devices Web Page

e Lattice sensAl Solution Stack Web Page

e Lattice Radiant Software Web Page

e Llattice Insights for Training Series and Learning Plans
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Technical Support Assistance

Submit a technical support case through www.latticesemi.com/techsupport.

For frequently asked questions, please refer to the Lattice Answer Database at
www.latticesemi.com/Support/AnswerDatabase.
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